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Control of cell proliferation is a fundamental aspect of tissue for-
mation in development and regeneration. Cells experience various
spatial and mechanical constraints depending on their environ-
mental context in the body, but we do not fully understand if and
how such constraints influence cell cycle progression and thereby
proliferation patterns in tissues. Here, we study the impact of
mechanical manipulations on the cell cycle of individual cells within
a mammalian model epithelium. By monitoring the response to
experimentally applied forces, we find a checkpoint at the G1–S
boundary that, in response to spatial constraints, controls cell cycle
progression. This checkpoint prevents cells from entering S phase if
the available space remains below a characteristic threshold because
of crowding. Stretching the tissue results in fast cell cycle reactiva-
tion, whereas compression rapidly leads to cell cycle arrest. Our
kinetic analysis of this response shows that cells have no memory
of past constraints and allows us to formulate a biophysical model
that predicts tissue growth in response to changes in spatial con-
straints in the environment. This characteristic biomechanical cell
cycle response likely serves as a fundamental control mechanism
to maintain tissue integrity and to ensure control of tissue growth
during development and regeneration.

cell cycle regulation | mechanical feedback | quantitative biology |
size checkpoint | G1-S transition

Control of cell division during tissue formation is a major
regulatory principle of tissue and organ formation, size de-

termination, tissue regeneration, and tumorigenesis (1, 2). Uni-
cellular lower eukaryotic organisms, such as the budding yeast
Saccharomyces cerevisiae, link cell division to cell growth through
a size checkpoint during late G1 phase (3–5). This size check-
point, termed “start” in yeast, is believed to ensure that only cells
that have reached a characteristic size enter the cell cycle; it is
therefore critical for cell size homeostasis. However, it is not
known how cells monitor their own size. The situation is even
less clear in mammalian cells. Although early studies in cultured
cells argued for a size checkpoint similar to that of yeast (6),
more recent reports instead proposed the growth rate as a trigger
for cell division (7–11). In this view, reaching a characteristic growth
rate rather than a characteristic size triggers entry into S phase. The
molecular basis of neither model is well understood.
The body of animals largely comprises cohesive tissues in

which cells are not in isolation, but are coupled mechanically
through their cell–cell and cell–substrate contacts (12–14). Spa-
tial constraints from crowding, i.e., limitations on available space
due to the presence of neighboring cells, impose constraints on
cell functions, such as cell proliferation. Thus, the regulation of
spatial constraints in tissues possibly represents a tissue-level
feedback on the cell cycle regulation of individual cells. Indeed,
experimental and theoretical studies have proposed that physical
parameters, such as cell geometry or local tissue mechanics,
regulate cell division (15–20). However, most of the evidence so
far is based on correlation, and it remains unclear whether me-
chanical constraints control cell cycle progression in growing
tissues and at what stage of the cell cycle this regulation may act.
To address this question, we have combined live imaging of

the cell cycle state of individual cells over time in a model epi-
thelium with experimental perturbation of its spatial constraints.

We either acutely removed a barrier to release spatial constraints
at the edge of the model epithelium or performed mechanical
stretching or compression of the tissue substrate to manipulate
spatial constraints directly within the model tissue, a method
previously applied only to end point assays (21–26). We show that
the proliferation rate in tissues is controlled by a mechanosensitive
cell cycle checkpoint that monitors the space available to the cell
at the G1–S interface. Using mathematical modeling, we can pre-
dict the tissue response to changes in spatial constraints and val-
idate the prediction of the model that cell division is required for
sustained invasion of a tissue into newly colonized space.

Results
Spatial Constraints Regulate Cell Cycle Progression During Tissue
Expansion. To probe mechanical control of cell cycle progression
in growing tissues, we decided to introduce rapid and temporally
controlled alterations of spatial constraints in a tissue colonization
assay: We grew an epithelial model tissue consisting of contact-
inhibited, fully polarized Madin–Darby canine kidney-2 (MDCK-2)
cells against a removable barrier (Fig. 1A) (26, 27). To monitor
cell cycle dynamics, we used a fluorescent ubiquitination-based cell
cycle indicator (Fucci; Fig. 1A, Fig. S1, and Movie S1) (28). After
barrier removal, the tissue rapidly invaded the available space, and
after a slight delay, cells behind the initial barrier also reactivated
their cell cycle by entering S phase (Fig. 1 C–F and Movie S2). This
was accompanied by a noted increase in the space covered by in-
dividual cells, i.e., the cross-sectional cell area (henceforth called
“cell area”), from the edge of the tissue reaching into the tissue
(Fig. 1 C′–F′ and Movie S2). Interestingly, cells entered S phase in
all regions of increased cell area up to several hundred micro-
meters behind the initial barrier, whereas cells even further behind
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remained at high density and did not exhibit signs of increased
proliferation (Fig. 1 C–F).
Quantification of the changes in the mean cell areas and cell

cycle states revealed that the increase in cell area preceded an
increase in the fraction of cycling cells (FCC) (Fig. 1 F and G,
Fig. S2, and SI Materials and Methods). Interestingly, the FCC
sharply increased after the cell area exceeded a threshold of about
350 μm2 (Fig. 1H and Fig. S3). This proliferation behavior sug-
gests that the probability of cell cycle progression for individual
cells increases with cell area and that proliferation is not triggered
by the release of growth factors from cells at the leading edge.
Analysis of trajectories of individual cells over time indeed

revealed that the cell area gradually increased in G1 phase until

it reached a critical value of 470 ð± 270Þ μm2 at the onset of
S phase (Fig. 1 B and J). This is consistent with the marked in-
crease in the FCC at similar cell areas. Statistical analysis of the
single cell trajectories furthermore showed that smaller cells had an
increased total cell cycle duration caused largely by a prolonged G1
phase (Fig. 1I and Fig. S2). Thus, smaller cells apparently require
a longer time of growth in G1 before they can proceed to S phase.
Together, these results suggest that cells in an invasive tissue

rapidly adapt to the release of spatial constraints by first in-
creasing their size until they pass a critical threshold required for
S phase entry. To rule out that removal of the barrier induced
biochemical signals by wounding the directly attached cells
rather than changing the mechanical constraints of the tissue
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Fig. 1. Cellular area correlates with cell cycle progression during tissue invasion. (A) Fucci cell cycle marker in tissue invasion assay. (Left) Cells in G0–G1 phase
constrained by a polydimethylsiloxane (PDMS) barrier. (Right) Shortly before imaging, the boundary is removed, generating free space available to the tissue.
(B) Single cell track over time and extraction of features at each time point: position, cell cycle state, and cell area. (C) MDCK Fucci cells in tissue colonization
assay. Representative images of the progressing tissue are shown 0 h, 30 h, and 60 h (C–E) after barrier removal. The tissue invades the free space, and cells
progress in the cell cycle. Scale bars: 500 μm. (C′–F′) Average cell area at the same time points as in C–E, color-coded as in F′. (D) As C. (D′) As C′. (E) As C. (E′) As
C′. (F) Kymograph showing temporal evolution of FCC (color coded). (F′) As F for cell area. (G) Cell area (blue) and FCC (gray) plotted against time aligned to
the first occurrence of 30% cycling cells (indicated by the horizontal black dashed line) in a segment behind the leading edge (t = 0, vertical black dashed line).
(H) Mean FCC plotted against cell area for the whole course of the experiment. Error bar: SD. (I) Duration of G0–G1 (red) phase or S–G2–M (green) phase relative
to total cell cycle duration, respectively, plotted against cell area. (Inset) Total cell cycle duration as a function of cell area. (J) Mean cell area for each time point
during cell cycle progression. Time is aligned to the G1–S transition (t = 0 h, black dotted line). Color-coding below indicates Fucci marker (guide for the eye).
Error bars: SD.
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(29), we next developed a device that allowed us to manipulate
the epithelial tissue purely mechanically.

Externally Applied Forces Regulate Cell Cycle Progression.We designed
and constructed a mechanical manipulation device that allowed us
to stretch or compress the epithelial tissue grown on an elastic
substrate during live imaging (Fig. 2 A–C). Control experiments on
unperturbed substrates confirmed that cells showed a similar cor-
relation between cell area and FCC as on glass, and the FCC
decreased with smaller areas (Fig. 2F and Fig. S4). Only the steady-
state cell area was slightly smaller because of differences in the
substrate material.
We next set out to systematically study the cellular response of

a contact-inhibited tissue immediately after stretching until a new
steady state was reached. Rapid extension of the substrate to twice
its initial length led to an immediate increase in cell area and
correspondingly to a lower cell density while leaving cell–cell
junctions intact (Fig. S4 and Movie S3). With a delay of approx-
imately 8 h, we observed a significant increase in the FCC within

20 h and a return to levels similar to those before stretching within
50 h (Fig. 2D). This return was accompanied by an increase in cell
density and a decrease in cell area to its initial levels. Stretching
tissues consisting of mouse inner medullary collecting duct-3
(mIMCD-3) cells resulted in similar observations, suggesting that
this is a general response of mammalian epithelia (Movie S4).
We then analyzed the cellular response of the contact-inhib-

ited epithelium to varying degrees of stretching. We found that
the epithelial monolayer remained intact when stretching up to
2.5-fold (Fig. S4). Less than 2.5-fold stretching of the substrate
resulted in an increase in cell area, and in response, the FCC
always increased. The extent of this response correlated with the
fold of stretching: the more the substrate was stretched, the
higher was the increase in cell area and in the FCC (Fig. 2G).
Thus, the fraction of cells committed to the cell cycle was sen-
sitive to the available space after stretching. This proliferative
phase lasted until the tissue returned to contact inhibition and to
cell areas and a corresponding cell density that were similar to
those before stretching (Fig. 2G).
Then we compared this relationship between the FCC and cell

area during the proliferative phase of a stretched tissue with the
unperturbed control, as characterized above (Fig. 2F). Interestingly,
the fraction of cycling cells followed the same relationship to cell
area as the unstretched reference tissue, and this relationship was
maintained independent of the fold stretching (Fig. 2G). Moreover,
the FCC dropped in the same fashion as the unperturbed pro-
liferating control. In other words, the FCC at each time point could
be predicted from the current cell area, regardless of whether un-
perturbed proliferating cells underwent size-reductive divisions or
previously contact-inhibited cells went through a proliferative phase
after stretching (Fig. 2G).
We then tested whether this relationship between cell area

and FCC also controls cell cycle progression when cell areas
become actively reduced (instead of increased, as above). To this
end, we cultured confluent cells at low density on a prestretched
substrate. We then tested whether we could decrease the FCC
when we reduced cell area by relaxing the substrate, thereby
compressing the tissue. The reduction in cell area due to tissue
compression resulted in a reduction in the FCC within 20 h (Fig.
2E, Fig. S4, and Movie S5). As a consequence of compression,
the FCC dropped to levels corresponding to unperturbed control
tissues with the same cell area. This effect was consistent for
varying initial cell areas and different extents of compression
(Fig. S4G).
In summary, cell proliferation toward contact inhibition of

proliferation and in response to the release of spatial constraints
both show the same trend: tissues adapt to changes in the
available space for cell proliferation by up- or down-regulating
the FCC, respectively, according to the available space. Taken
together, this suggests that spatial constraints play an instructive
role in cell cycle progression.

Cell Cycle Reactivation Has No Memory of Past Spatial Constraints
and Requires MAP Kinase Signaling. The rapid adaption of the FCC
and, therefore, cell cycle progression after mechanical pertur-
bations (tissue stretching or compression) suggests that cells have
no memory of their previous spatial constrained state or, in other
words, that the control mechanism displays no hysteresis. In-
terestingly, the reduction in cycling cells after compression of
tissues grown on a prestretched membrane was the same as for
tissues grown on a relaxed membrane, which first was stretched
and then compressed only 24 h after stretching (Fig. S4H), in-
dicating an absence of memory. As these responses occurred on
a time scale shorter than the average cell cycle duration, our data
strongly suggest a hysteresis-free regulatory mechanism.
Our data so far show that spatial constraints control entry into

S phase and suggest the existence of a “spatial checkpoint” at the
G1–S boundary. Cells therefore should be able to monitor the
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available space to control cell cycle progression. The ability to
induce S phase entry by tissue stretching provided us with an assay
to investigate the molecular mechanism of the spatial checkpoint.
Inhibition of the MAPK/ERK kinase (MEK) with a small mole-
cule inhibitor prevented cells in a stretched tissue from entering S
phase (Fig. 3A). Washout of the inhibitor while the tissue was
maintained in the stretched state resulted in a strong increase in
the FCC to levels similar to those of an untreated control epi-
thelium under the same conditions of stretching (Fig. 3B, Fig. S4,
and Movie S6). This response was specific to the mechanical
perturbation, as inhibitor washout from a stretched tissue with
simultaneous tissue relaxation showed no increase in the FCC
(Fig. 3C and Movie S7), showing that the tissue has no memory of
past spatial constraints.

Cell Cycle Reactivation Drives Sustained Epithelial Colonization. To
predict the behavior of an invading epithelium, we formulated
a phenomenological biophysical model of cell cycle regulation in an
epithelial tissue based on our quantitative data. We modeled the
cell cycle to include a G phase (reflecting G1 phase) and an S phase
(reflecting G2, S, and M phase), similar to ref. 30; the probability of
S-phase entry in G is area dependent whereas the probability of
dividing during S is not (Fig. S5C). To simulate the boundary re-
lease experiment, we coupled our cell cycle model to the bio-
physical vertex model (20, 31, 32) (Fig. 4B, Fig. S5, and SI Materials
and Methods for more details). Briefly, the vertex model describes
tissues as a lattice of cells as central units and determines the con-
figuration of cells in the lattice through minimization of an energy
that reflects phenomenological observables, such as a preferred cell
perimeter, cell area, or cell–substrate attachment. To obtain initial

conditions reflecting the observations of the experiments, we ini-
tialized lattices with boundary conditions and comprising only
cells with subcritical area, resulting in a vanishing S-phase entrance
probability (Fig. 4B). At the beginning of the simulations, we re-
leased the boundary conditions and assumed a maximum outward-
directed crawling velocity vmax for the boundary cells (Fig. 4B).
We fitted this model to the experimentally obtained data,

which resulted in simulations recapitulating key aspects of the
tissue behavior. These included the velocity changes of the in-
vading tissue boundary and the cell cycle reactivation, not only at
the invading front but also several cell layers behind it (Fig. S5 A,
B, F, and G). Using this model, we could assess the importance
of cell cycle reentry for sustained tissue invasion of free space. In
contrast to previous reports (27), in which collective migration
was found to be independent from proliferation, it predicts that
tissue invasion without tissue proliferation would stall rapidly
after an initial wave of movement and therefore would not be
sustainable (Fig. 4 C and D). The model furthermore predicts
that even a stalled invading tissue can resume colonization if
proliferation can be reactivated, which is accompanied by cell cycle
reentry of cells in a spatial pattern that immediately expands far
behind the leading edge (Fig. 4 C and D).
To verify this prediction of our model, we inhibited cell cycle

progression using the MEK inhibitor in the boundary release
assay before barrier removal (Fig. 4A). Initially, cells invaded the
free space with a velocity comparable to that of control tissues,
despite being stalled in the cell cycle (Fig. 4 E and F, Fig. S6 E
and F, and Movie S8). However, as our model predicted, the
leading edge of the tissue slowed rapidly again after only ap-
proximately 10 h of movement (Fig. 4 E and F), showing that cell
proliferation is required for sustained tissue advance into free
space. Release of the cell cycle block caused rapid cell cycle
reentry of cells up to many rows behind the leading edge (Fig. 4E
and Fig. S6E) and restored the invasive movement of the tissue,
whose boundary accelerated until it reached a velocity compa-
rable to that of controls (Fig. S5B and Fig. 4F). This shows that
cell proliferation is sufficient to sustain tissue colonization if
space is available. Notably, we found the same relationship be-
tween the increased cell area and the FCC as in the untreated
boundary release assay (Fig. S6D). Both observations are in ex-
cellent agreement with the predictions of our tissue invasion model
and demonstrate that a simple mechanism of an elastic tissue
composed of cells with a hysteresis-free spatial checkpoint for cell
cycle reentry explains all our observations.

Discussion
In this study, we identified spatial constraints as a regulator of
cell cycle progression in growing tissues via a spatial checkpoint
at the G1–S transition. Furthermore, we demonstrated that in
the observed ranges, cross-sectional cell area is a characteristic
measure for the activation state of this checkpoint. Such a check-
point in tissues is analogous to findings in yeast, in which a size
checkpoint controls the duration of G1 phase (4). However, it is in
contrast to mechanisms identified in single mammalian cells, in
which it was suggested that the cellular growth rate determines cell
cycle progression (11). The relative importance of environmental
aspects required for cell cycle progression changes for cells in
crowded tissues: Although for single cells it may be sufficient to
integrate an abundance of nutrients by, e.g., the growth rate, tis-
sues also need to incorporate cell–cell and cell–substrate inter-
actions, which is reflected by the area in which cells spread. These
differences might result from mechanical coupling between cells in
tissues via their adhesive cell–cell contacts, which do not exist in
single cells.
The fact that we found that the critical cell area for S-phase

entry depends on the tissue substrate emphasizes the importance
of matrix properties (e.g., stiffness) and suggests a non–cell-
autonomous component in the sensing of spatial constraints
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Fig. 3. Dynamics of cell cycle activation reveal a memory-free bio-
mechanical cell cycle checkpoint for available space. (A) Schematic of the
tissue stretch assay. Cell cycle is blocked with a MEK inhibitor (added at t0)
before S-phase entrance and the substrate is stretched (at t1). Two scenarios
are tested upon release of the cell cycle block (at t2): The tissue remains
stretched (Upper) or becomes compressed right after release of the cell cycle
block (Lower). (B) Representative time series of a tissue comprising MDCK
Fucci cells treated with a MEK inhibitor before substrate stretching. t = 0 h
corresponds to the time of MEK inhibitor washout. Scale bar: 100 μm. (C)
Representative time series of a tissue comprising MDCK Fucci cells treated
with a MEK inhibitor before substrate stretching. t = 0 h corresponds to the
time of MEK inhibitor washout and parallel relaxation of the substrate to its
length before stretching. Scale bar: 100 μm.
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(33–35). We propose that mechanical sensing of spatial constraints
imposed by the environment may regulate the cell cycle of single
cells and, by mechanical cell–cell coupling, also the proliferation
rate within the entire tissue. In consequence, this provides a pos-
sible mechanism to prevent overcrowding, cell extrusion from the
tissue, cell delamination, and apoptosis (16, 36, 37).

The kinetics of cell cycle adaptation allow us to speculate on
the intracellular mechanism of sensing spatial constraints. The
release of spatial constraints by substrate stretching led to rapid
S-phase reentry within only 8 h (Fig. 2E). On the other hand,
hysteresis-free adaption suggests a quasi-instantaneous control that
acts independently of memory of prior constraints. Interestingly,
we observed that this control acts on a timescale similar to that of
Yes-associated protein (YAP) inactivation after inhibition of cy-
toskeletal tension (35, 38). Cytoskeletal tension therefore might
serve as a mechanical read-out for spatial constraints to cell size
and might be transduced to known regulators of growth, such as
YAP, Skp2, or ERK (34, 35, 38–43). Although this system is faster
than an average cell cycle, the 8-h delay in the proliferative re-
sponse, together with the hysteresis-free adaption, would ensure
that open space has to be available for a significant time to
trigger an invasive response in a growing tissue and would
prevent tissues from up-regulating cell proliferation in response
to short-lived changes in their mechanical environment.
We found this cell cycle control mechanism in different model

epithelia across species, suggesting that it is well conserved. More-
over, studies in vivo have provided evidence that such a mechanism
might control cell proliferation in tissue development and disease
(39, 44–47).
Our findings also provide a simple paradigm for the regulation

of tissue regeneration. Here, cells would not require information
on wound size, but simply would invade the site where space
becomes available and where they experience consistently re-
duced mechanical constraints, subsequently activating movement
and proliferation (26). Eventually, cell division fills the open
space and thereby recreates the spatial constraints in the tissue,
which reduces cell size until the FCC drops to steady-state levels.
This provides a simple explanation for the regulation of cell
proliferation during wound healing (2, 48).
We therefore propose that controlled tissue growth in many de-

velopmental and tumor invasion contexts is mediated by a mecha-
nosensitive checkpoint that monitors spatial constraints to control
cell cycle progression at the G1–S boundary.

Materials and Methods
All quantified experiments were performed at least in triplicate.

Cell Lines and Tissue Culture. MDCK-2 Fucci and mIMCD-3 Fucci cell lines were
generated by infection of MDCK-2 and mIMCD-3 cells, respectively, with
in-house–produced lentivirus coding for mAG-Geminin(1-110) and mKO2-
Cdt1(30-120) (constructs were a gift from A. Miyawaki, Brain Science In-
stitute, RIKEN, Wako-city, Japan). Virus production essentially followed the
Trono laboratory protocols (http://tronolab.epfl.ch). Cell clones expressing
both markers were sorted by FACS, and a clone of each cell type having
unchanged morphology and cell cycle behavior, as well as a sufficient ex-
pression level of the transgenes, was selected by live cell imaging. MDCK-2
and mIMCD-3 cells were maintained in MEM (Sigma–Aldrich) supplemented
with 9% (vol/vol) FBS or DMEM:F-12 (1:1) (Life Technologies) supplemented
with 10% (vol/vol) FBS, respectively, at 37° C and 5% (vol/vol) CO2. Cells on
the stretcher device were seeded on strips of PDMS membrane coated
with collagen I (Sigma–Aldrich) and imaged in a 37° C chamber with 85%
(vol/vol) N2, 10% (vol/vol) O2, and 5% (vol/vol) CO2.

Antibodies and Immunostaining. For immunostaining, cells were fixed with
4% (wt/vol) paraformaldehyde on the stretcher device, permeabilized with
0:2% Triton X-100, and stained for anti-E-cadherin (rr1; Developmental Studies
Hybridoma Bank).

Tissue Invasion Assay. Cells were seeded in a glass-bottom culture dish (Willco
Wells) that had half the glass surface covered by PDMS membrane. Cells
were grown to contact inhibition in the empty half of the dish, and the
PDMS barrier was removed, thereby releasing the boundary constraint for
the tissue.

Stretching and Compression of Cells. Membranes were stretched to 50–120%
of their original length while the position of the microscope stage was
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Fig. 4. Fast cell cycle activation after ERK signaling is reestablished, also far
behind the leading edge. (A) Schematic of the tissue invasion assay. The cell
cycle is blocked before S-phase entrance with MEK inhibitor, and the barrier
is removed. Invasion of the free space and subsequent stalling of the tissue
invasion in the absence of cell division are predicted by the model. (B) Bio-
physical tissue description. Vertices of cell α are labeled as rα+1 and rα, re-
spectively. Attachment points are shown as white dots, with the attachment
point of cell α labeled as Rα. The boundary condition shown in the upper
panel is removed upon the start of simulations, and a maximum traction
force fmax = σvmax acts on the attachment point of the boundary cell. (C)
Simulated tissue as a function of generation time and position. Color codes
for cell cycle phase, except when S-phase entrance probability is forced to
vanish for times above the black dotted line. (D) Boundary velocity of simu-
lated tissues as in C. (E) Kymograph of the tissue colonization assay under MEK
inhibitor. For negative control (DMSO only), see Fig S6. Washout at t = 0 h is
indicated by the white dotted line. Scale bar: 100 μm. (F) Normal velocity of
tissue boundary in the tissue colonization assay under cell cycle block. Time
point t = 0 h corresponds to MEK inhibitor washout. Color codes are for active
MEK inhibitor (red) or negative control (DMSO only, black). Error bar: SD.
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readjusted continually to maintain the center of the field of view. Com-
pression was performed likewise, and the membranes were relaxed by the
indicated percentage of their length (i.e., from the stretched state).

MEK Inhibitor Treatment. MEK inhibitor U0126 (Promega) was dissolved in
DMSO and used at a final concentration of 20 μM. Cells were pretreated with
the inhibitor for ∼3 h before stretching or boundary release, respectively,
and the inhibitor was renewed at most after 15 h. The negative controls
(DMSO only) were treated according to the same protocol. For washout
experiments, the medium was removed, the reservoir was washed once with
imaging medium, and fresh medium was added.

Image Acquisition. Images were acquired with a UPlanApo 20×/N.A. 0.70
objective (Olympus Deutschland) and Andor iQ software (V1.10.5; Andor) at
a customized confocal spinning-disk microscope with an automated stage
(Märzhäuser Wetzlar), a spinning-disk unit (Yokogawa Europe), and an
iXon3 897 EMCCD camera (Andor). For the boundary release and the
stretching/compression experiments, z-stacks were acquired every 30 min
and medium was exchanged every day. For the immunofluorescence staining,
the stretcher device was mounted in PBS and z-stacks were acquired at a

distance of 0.5 μm. For later montage construction, adjacent fields of view
were imaged with an overlap of 10–20%.

Image Processing and Segmentation. Using a custom written image-process-
ing routine inMATLAB, we first generated amaximum-intensity projection of
each field of view (Fig. S2A) and then stitched the montage of the individual
fields of view by using the Fourier transform phase correlation method (49)
(Fig. S2B). This procedure resulted in a single stitchedmontage of the tissue for
each time point. The resulting images were segmented using ILASTIK (50), and
custom-written MATLAB routines were used to extract quantitative in-
formation on cell state and size. Nearest-neighbor point matching was used
for cell tracking (see SI Materials and Methods for additional details).
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